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Abstract

Disadvantaged communities (DAC), as defined by the Jus-
tice40 initiative of the Department of Energy (DOE), USA,
identifies census tracts across the USA to determine where
benefits of climate and energy investments are or are not cur-
rently accruing. The DAC status not only helps in determin-
ing the eligibility for future Justice40-related investments but
is also critical for exploring ways to achieve equitable distri-
bution of resources. However, designing inclusive and equi-
table strategies not just require a good understanding of cur-
rent demographics, but also a deeper analysis of the transfor-
mations that happened in those demographics over the years.
In this paper, machine learning (ML) models are trained on
publicly available census data from recent years to classify
the DAC status at the census tracts level and then the trained
model is used to classify DAC status for historical years. A
detailed analysis of the feature and model selection along
with the evolution of disadvantaged communities between
2013 and 2018 is presented in this study.

Introduction
In 2020, the Department of Energy (DOE) introduced Jus-
tice40 initiative, which directs 40% of the overall benefits of
certain Federal investments – including investments in clean
energy and energy efficiency; clean transit; affordable and
sustainable housing; training and workforce development;
the remediation and reduction of legacy pollution; and the
development of clean water infrastructure – to flow to dis-
advantaged communities (DACs) (DOE 2022). While using
the percentile values of 36 indicators collected from numer-
ous data sources, the initiative proposed a methodology to
classify census tracts as Disadvantaged Communities (also
referred to as DAC in the rest of the paper). The current ver-
sion of DOE J40 DAC data (2022c) identifies 15,172 census
tracts across the United States as DAC, out of which 262
belong to the state of WA (region of interest for this study).

A deeper understanding of these disadvantaged commu-
nities across the nation is crucial for designing equitable and
inclusive policies for the communities. However, designing
such inclusive and equitable strategies/policies not just re-
quires a good understanding of current demographics, but
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also a deeper understanding of the transformations that hap-
pened in those demographics over the years. But the major
hurdle in carrying out such a deep dive into the past is the
data availability. The 36 indicator variables used by the Jus-
tice40 initiative are collected from numerous data sources,
most of which were not even recorded in the past.

Existing studies have have primarily focused on ensur-
ing if the strategies are appropriately designed to respond
to critical deficiencies in the DAC communities. Examples
include digital-sharing economy, enterprise zone programs,
and community development financial institutions and cor-
porations for stimulating employment, income, reciprocity,
social interaction, and resource accessibility for the DAC
communities (Vidal 1995; Dillahunt and Malone 2015).
Akin to that, other studies have also argued that the dis-
parity in spatial accessibility of infrastructure is strongly
associated with inequalities among communities and that
equitable distribution of public and private sector invest-
ments in infrastructure projects is critical (Leyshon and
Thrift 1994; Brown and Lloyd-Jones 2014; Mandarano and
Meenar 2017; Wiesel, Liu, and Buckle 2018). While these
studies exist, the studies that investigate the evolution of
DAC status and the transformations of the determinants of
DAC status over the years are important but lacking.

In this study, we tackle this challenge by training Ma-
chine Learning (ML) models on different combinations of
the LODES data (LEHD Origin-Destination Employment
Statistics) (Bureau 2022b) and the ACS (American Commu-
nity Survey) data. For data description, please refer to the
Appendix. The trained ML models act as a proxy for those
36 indicators in classifying the DAC status. Once trained, the
best trained model is used to classify the DAC status of the
census tracts for any time period for which the feature data
is available. In this study, we particularly focused on feature
selection and model selection to train most accurate model
to project DAC for the historical data with limited bias.

Methodology
Data Collection & Preprocessing
For this study, we collected data from three sources: LEHD
Origin-Destination Employment Statistics (LODES) Data,
American Community Survey (ACS) 5Y Estimates, and
DOE Justice40 DAC Data. DOE Justice40 2022c edition



Figure 1: Top 5 indicators (out of 36 DOE J40 DAC indica-
tors) best differentiates DACs from Non-DACs. Less HS Ed-
ucation indicates the % of total population, age ¿25, whose
reported education is short of a high school diploma. Low
Income Population (AMI) depicts the % of total population
which is considered low income based on area median in-
come (AMI) and Low Income Population (FPL) is the % of
total population reported at or below 200% of the Federal
Poverty Level (FPL). RMP Proximity indicates proximity to
Risk Management Plan (RMP) facilities.

of the data uses 2018 LODES data and 2019 ACS 5Y es-
timates. Figure 1 shows the top 5 indicators (out of 36 DOE
J40 DAC indicators) that best differentiates DACs from non-
DACs. The percentile values shown on the x-axis is the rank
of the specified indicator in the national data as a percent of
the full dataset. The DAC score, based on which DAC status
is decided, is the sum of those percentile values.

It is evident from the plot that the features related to in-
come and education are most important. To capture these in-
dicators directly/indirectly, following five versions of train-
ing datasets were prepared for model training:
1. v1a: LODES(R) - In this variant, we use all home-

area characteristics (see Table 2) of the census tracts from
the LODES data in the feature set.

2. v1b: LODES(W) - In this variant, we use all work-area
characteristics (see Table 2) of the census tracts from the
LODES data in the feature set.

3. v1c: LODES(R+W) - In this variant, we use both
home- and work-area characteristics (see Table 2) of the
census tracts from the LODES data in the feature set.

4. v2a: LI(R)+ACS - Though demographics (specifi-
cally race and ethnicity) are highly correlated with the
DAC status, it is hard to intervene demographics through
policy design. In this variant, we exclude demographic
information (age, sex, race, and ethnicity) and only incor-
porate number of employed people and employment by
industry from the LODES residential-area characteristics
data. In addition, LODES income bins have low resolu-
tion, are not adjusted for inflation and do not capture the
household income. Since income is an important feature
(as shown in Figure 1), high-resolution 16-bin household

income adjusted for inflation from the ACS data is also
included in the feature set.

5. v2b: LI(R+W)+ACS - The employment by industry
from LODES residential-area characteristics only cap-
tures the distribution of industries where people work.
To capture distribution of industries that exist in a cen-
sus tract, we incorporated employment by industry from
LODES work-area characteristics (WAC) in this variant,
along with existing features from the previous variant.

Prior to training, the data is normalized with total num-
ber of employed people for v1a: LODES(R), v1b:
LODES(W), and v1c: LODES(R+W), and by total popu-
lation for v2a: LI(R)+ACS and v2b: LI(R+W)+ACS.

Model Training
We used H2O.ai for model training and selection. H2O.AI
is an AutoML framework (LeDell and Poirier 2020; H2O.ai
2021) extensively used by the community for automating
the ML workflow. Training included 30 different variants
of 5 key models supported by the H2O.ai library: (1) Dis-
tributed Random Forest (DRF), (2) Deep Learning, (3) Gra-
dient Boosting Machines (GBM), (4) Generalized Linear
Model (GLM), (5) XGBoost, and (6) Extremely Random-
ized Trees (XRT). Model details can be found on H2O.AI
algorithms page (H2O.ai 2021).

For training, the data was split into 67:33, with 67% data
used to train 30 different models and remaining 33% data for
model evaluation and selection. The data was standardized
by subtracting mean and dividing by standard deviation.

Inference
Though LODES data exists since 2002, a number of fea-
tures were not included until 2009. Likewise, income infor-
mation from ACS is only available starting 2013. Therefore,
we used the best trained model to infer the DAC status for
5 years: 2013-2017. Lastly, we correlate temporal evolution
of estimated DAC status with the most important features,
as identified from the trained models.

Evaluation
Table 1 depicts the F1-score of models trained on data from
968 census tracts (165 DACs), when evaluated on the test
data which includes 477 census tracts (97 DACs) from the
state of WA. Details about the tuned parameters of the best
models are provided in Table 4 (on the last page).

Table 1: Feature Engineering and Model Selection

DRF DeepLearning GBM GLM XGBoost XRT

LODES(R) 0.70 0.69 0.68 0.68 0.68 0.69
LODES(W) 0.49 0.50 0.55 0.52 0.53 0.52
LODES(R+W) 0.68 0.69 0.69 0.71 0.69 0.74
LI(R)+ACS 0.72 0.71 0.74 0.75 0.75 0.69
LI(R+W)+ACS 0.70 0.72 0.78 0.74 0.75 0.70



Figure 2: Feature Importance (Race, Ethnicity, and Income):
x-axis shows data variants grouped by model. Here, feature
importance only from the best variant of the model is shown.

Figure 2 shows the importance of features related to race,
ethnicity, and income, and Figure 3 shows the feature impor-
tance of employment by industry features for every combi-
nation of data variant and ML model (its best version). For
GLM, variable importance indicates the coefficient magni-
tudes. For tree based algorithms (GBM, DRF, XRT, and XG-
Boost), the variable importance is determined by calculating
the relative influence of each variable: whether that variable
was selected to split on during the tree building process, and
how much the squared error (over all trees) improved (de-
creased) as a result. Finally, for the Deep Learning model,
H2O.AI uses Gedeon method, that considers the weights
connecting the input features to the first two hidden layers
to compute the variable importance (Gedeon 1997).

Following are some key takeaways:

• Residential-area characteristics alone are better estimator
of DAC status than the work-area characteristics.

• Combining residential- and work- area characteristics of-
fer very little improvement over residential-area char-
acteristics alone (comparing v1a: LODES(R) with
v1c: LODES(R+W)).

• Models trained on v1a: LODES(R), v1b:
LODES(W), and v1c: LODES(R+W) features
rely heavily on race and ethnicity distributions (from
Figure 2). Dependence on race and ethnicity introduces
bias in the model. For instance, the biased model trained
on these features sets was projecting census tracts with
high African-American population as DAC.

Figure 3: Feature Importance (Industry): x-axis shows data
variants grouped by model. Here, feature importance only
from the best variant of the model is shown.

(a) Actual (b) Predicted

Figure 4: Comparing Actual DAC communities with the pre-
dicted DAC communities.

• Removing demographic information (race, ethnicity,
gender, and age) and only using employment by industry
from LODES residential area-characteristics along with
high-resolution income bins from ACS (LI(R)+ACS)
improved the DAC estimation accuracy.

• Three bin income categorization from LODES only cov-
ered income of employed people and hardly provided
any separation between DAC/non-DAC to the model. In-
stead, 16-bins of household income (adjusted for infla-
tion) from ACS seems like better feature set for the DAC
classification, especially the low- and high-income bins
(except for Deep Learning), as shown in Figure 2.

• Industries like Transportation and Warehousing, Educa-
tional Services, Administrative and Support and Waste
Management and Remediation Services (ASWMRS),
Accommodation and Food Services, and Public Admin-



Figure 5: DAC Estimation on Historical Data (2013-2017)

istration come up as important features (Figure 3).

• Employment by industry from residential-area charac-
teristics only capture where people work and not what
kind of industries operate in the area. To address this,
we incorporated employment by industry from work-area
characteristics in LI(R+W)+ACS. However, including
this additional information into the feature set offers very
limited improvement, if any, across all the models.

It is evident from the analysis that Gradient Boosting Ma-
chine (GBM) using v2b: LI(R+W)+ACS feature set pro-
vides the best DAC classification accuracy of 78%, without
any bias towards a particular community. Figure 4 compares
actual DACs with the estimated DACs on the map of WA
state. While 89% census tracts are correctly identified, there
are a few false positives and a few false negatives.

False Negatives (what model missed!): On analyzing
false negatives, we noticed that the census tracts that model
failed to identify as DAC failed on two key indicators of
DOE J40 DAC definition - Low Income Population (AMI)
and Low Income Population (FPL). When compared with
true positive tracts, low income related indicators are rel-
atively lower for false negative tracts. The trained model
missed these tracts because income is a an important feature
(see Figure 1). A natural follow-up question is - why these
tracts are DACs then? Our analysis found that the age of
the house (exposure to lead) is a key factor driving the DAC
status of these tracts, which is not captured in the feature set.

False Positives (model thinks it’s a DAC!): On analyzing
the false-positives, we noticed that a number of false posi-
tive instances are those census tracts that belong to big cities
like Seattle and Spokane. Typically, in such census tracts, in-
dustries like Transportation, Waste Management, and Public
Services have substantial presence - an important set fea-
tures for DAC estimation by the trained models, as shown in
Figure 3. Besides, these tracts have relatively high percent-
age of households from both low and high income groups,
which is another set of important features of the trained
models, as shown in Figure 2. However, these tracts were
not identified as a DAC by the DOE J40 DAC definition.

Though the false positive rate can be reduced by incorpo-
rating additional features differentiating big cities from rel-
atively smaller cities, they do offer an opportunity to further
analyze those communities as potential DAC communities.
Given that the DAC definition is still in experimental stage,

evaluation of such false positive instances as potential DAC
community becomes even more important.

DAC Estimation (Historical Data)
Overall, though the disadvantaged census tracts is dis-
tributed very similarly between 2013-2017, the total number
of DAC communities seems to have decreased over time.
When correlated with important features (from Figure 2 &
3), a decrease in low-income (household) group and increase
in high-income (household) group were noticed in the state
of WA between 2013 and 2017. One must note here that the
household income reported in ACS is already adjusted for
inflation. Since income is an importance feature, decrease in
low-income group and increase in high-income group ex-
plains the reduction in number of DAC communities be-
tween 2013 and 2017. However, these correlations doesn’t
imply causation and a deeper analysis is required to identify
true causes. Once identified, those causal links would assist
the stakeholders and the decision makers in designing equi-
table and inclusive policies.

Conclusion
Designing inclusive and equitable strategies not just requires
a good understanding of current demographics, but also a
deep dive into the transformations that happened in those
demographics over years. In this paper, we used AutoML
to train several machine learning (ML) models on LODES
and ACS data to classify the DAC status at the census tracts
level and used the best trained model to classify DAC sta-
tus between 2013-2017. Our analysis indicates that the Gra-
dient Boosting Machine on features related to employment
and income is the most accurate model with no bias towards
any community. When used on historical data, we noticed
a decline in number of disadvantaged communities between
2013 and 2017. The decline seems to be correlated with re-
duction in low-income groups and increase in high-income
groups, some of the most important features of the trained
models. However, one must note here that these correlations
doesn’t imply causation and further analysis is required to
identify the true causes.
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Data Description
LODES Data: Published by the U.S. Census Bureau, the
LODES data (Bureau 2022b) primarily captures the employ-
ment statistics at the block-level by demographics and in-
dustries. It is organized into three groups: (1) OD – Origin-
Destination data associated with transition of employed pop-
ulation between home and work census blocks, (2) RAC –
Residence Area Characteristics data by home census block
i.e. distribution of people that live there, and (3) WAC –
Workplace Area Characteristics data by work census block
i.e. distribution of people that work there. Table 2 shows
all the demographics features and their corresponding cate-
gories available in the LODES data. RAC and WAC columns
indicate the availability of a feature in either dataset.

ACS Data: The American Community Survey
(ACS) (Bureau 2022a) is a demographics survey pro-
gram conducted by the U.S. Census Bureau every year
and covers a broad range of topics about social, economic,
demographic, and housing characteristics of the U.S.

Parameter Categories RAC WAC

Age (in
Years)

≤29; 30-54; 55≥ ✓ ✓

Income
(in
$/Month)

≤1250; 1250-3333;
3333≥

✓ ✓

Industry 20 categories1 ✓ ✓
Race White; African American;

American Indian or Alaska
Native; Asian; Native
Hawaiian or Other Pacific
Islander; Two or More
Race Groups

✓ ✓

Ethnicity Not Hispanic or Latino;
Hispanic or Latino

✓ ✓

Education Less than high school;
High school or equivalent,
no college; Some college
or associate degree; Bach-
elor’s degree or advanced
degree

✓ ✓

Gender Male; Female ✓ ✓
Firm Age
(in Years)

0-1; 2-3; 4-5; 6-10; 11+ ✓

Firm Size 0-19; 20-49; 50-249; 250-
499; 500+

✓

Table 2: LEHD Origin-Destination Employment Statistics
(LODES) Data

Parameter Categories

Household Income (Annual) ≤10000;
10000-14999;
15000-19999;
20000-24999;
25000-29999;
30000-34999;
35000-39999;
40000-44999;
45000-49999;
50000-54999;
55000-59999;
60000-74999;
75000-99999;
100000-124999;
125000-149999;
150000-199999;
≥200000

Table 3: American Community Survey (ACS)

population. The 5Y estimates summarize sample data
collected from last five years at the block-group level. Over
1Y estimates, 5Y estimates provide increased statistical
reliability of the data for less populated areas and small
population subgroups. For the purpose of this study, we



only used 16-bin household income, adjusted for inflation,
at the block-group level from the ACS data (see Table 3).

DAC Data: DAC (DOE 2022) is the U.S. Department
of Energy’s working definition of disadvantaged commu-
nities as pertaining to EO 14008, or the Justice40 Initia-
tive. The DAC data includes thirty-six (36) burden indica-
tors collected at the census tract level and an indicator iden-
tifying each census tract as disadvantaged or not disadvan-
taged. The 36 indicators are taken from various data sources
including American Community Survey (ACS), Longitudi-
nal Employer-Household Dynamics (LEHD) Survey, Envi-
ronmental Justice Screening Tool (EJScreen), among others.
For this study, we are using 2022c version of the DAC data.
For detailed information, please refer to Justice40 DAC data
documentation (DOE 2022).

Model Hyperparameters
Table 4 provides details about the tuned parameters of the
best models from H2O.AI.



Table 4: Best Hyperparameters from Grid Search

v1a:LODES(R) v1b:LODES(W) v1c:LODES(R+W) v2a:LI(R)+ACS v2b:LI(R+W)+ACS

Gradient Boosting Machine (GBM)
col sample rate 0.7 0.8 0.8 1.0 0.4
col sample rate per tree 1.0 0.8 0.8 1.0 0.7
learn rate 0.1 0.1 0.1 0.1 0.1
max depth 4 15 7 17 6
min rows 5.0 100.0 10.0 15.0 10.0
min split improvement 0.00001 0.00001 0.00001 0.00001 0.00001
ntrees 35 41 37 45 50
sample rate 0.9 0.8 0.8 0.9 0.5
XGBoost
booster gbtree gbtree gbtree gbtree gbtree
col sample rate 0.8 0.8 0.8 0.8 0.6
col sample rate per tree 0.8 0.8 0.8 0.7 0.8
max depth 5 5 10 9 9
min rows 3.0 3.0 5.0 5.0 10.0
ntrees 34 33 35 42 40
reg alpha 0.0 0.0 0.0 1.0 0.001
reg lambda 1.0 1.0 1.0 1.0 0.01
sample rate 0.8 0.8 0.6 0.6 0.6
Generalized Linear Model (GLM)
alpha [0.0] [0.0] [0.0] [0.0] [0.0]
Deep Learning
epsilon 0.0 0.0 0.000001 0.000001 0.0
hidden [100, 100] [10, 10, 10] [50, 50, 50] [50] [100]
hidden dropout ratios [0.1, 0.1] None [0.4, 0.4, 0.4] [0.4] [0.1]
input dropout ratio 0.15 0.0 0.2 0.2 0.15
rho 0.9 0.99 0.95 0.95 0.9
Distributed Random Forest (DRF)
balance classes False False False False False
ntrees 34 41 40 33 33
max depth 20 20 20 20 20
col sample rate change per level 1.0 1.0 1.0 1.0 1.0
col sample rate per tree 1.0 1.0 1.0 1.0 1.0
min split improvement 0.00001 0.00001 0.00001 0.00001 0.00001
Extreme Random Forest (XRT)
balance classes False False False False False
ntrees 43 45 35 43 41
max depth 20 20 20 20 20
col sample rate change per level 1.0 1.0 1.0 1.0 1.0
col sample rate per tree 1.0 1.0 1.0 1.0 1.0
min split improvement 0.00001 0.00001 0.00001 0.00001 0.00001


