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Abstract

Reinforcement Learning (RL) is a promising approach to
provide decision support to assist clinicians in intervention
decision-making as electronic patient data are now routinely
acquired. As an analogy to nurses and specialists/consultants
working cooperatively in a hospital setting, we propose a duel-
agent offline RL framework, NurSpecialist, where a nurse
agent conducts regular checks on a patient’s health status and
works with a specialist agent that decides on the treatment
regimes. Our framework considers offline multi-agent coop-
erative learning and proposes an inter-agent communication
mechanism. Our framework outperformed classical RL algo-
rithms and was validated on two intervention regimes in the
intensive care setting with over 17,000 patients.

1 Introduction
Intervention treatment is critical and can directly affect pa-
tients’ clinical outcomes in hospitalised settings. However,
the optimal types of intervention and dosing can vary from
patient to patient and doctor to doctor; therefore, there is yet
a gold standard for optimal intervention. Dynamic treatment
regime aims to tackle this issue by considering the individual
patients’ ongoing and past responses to treatments.

A dynamic treatment regime (DTR) system comprises
a sequence of medical actions in the decision-making pro-
cess to inform treatment strategies. With technological ad-
vances, we can now collect treatment regime data electron-
ically. Hence, it provides the opportunity to understand the
progression of complex diseases via courses of treatment
using reinforcement learning (RL)[Gottesman et al. 2019].
RL has demonstrated its potential in solving dynamic in-
tervention regimes in many hospitalised scenarios such as
glucose management in diabetes mellitus[Tejedor, Woldare-
gay, and Godtliebsen 2020], mechanical ventilation wean-
ing[Prasad et al. 2017], and drug dosage control for sepsis
patients[Raghu et al. 2017a] [Raghu et al. 2017b] [Saria
2018].

RL-based DTR faces significant challenges when dealing
with electronic health record (EHR) data. While RL attempts
to optimise the sequence of decisions natively by interact-
ing with the environment, online exploration is inherently
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difficult to conduct as EHR data are generally collected retro-
spectively. In this study, we focus on offline RL, where the
agent learns from a fixed set of human doctors’ treatment
decision trajectories in the hospital. Offline RL does not re-
quire interaction with the environment and thus eliminates
the risk of applying faulty treatment policies (via exploration)
to patients during training. Offline RL for DTR has its unique
challenges:

1) Outcome Imbalance and Data Sparsity Treatment tra-
jectories are imbalanced: (i) it is, therefore, difficult to
model deceased versus survived treatment trajectories
with highly imbalanced classes; (ii) patients are prescribed
with similar treatment strategies despite having different
demographic, phenotypes and diseases; (iii) some treat-
ments are rarely used, or they are specific to a small group
of patients only.

2) Intervention-Aware Action Repetition Medical inter-
ventions and medication prescriptions do not change fre-
quently: (i) drugs with a fixed dosage usually require
hours to take effect; (ii) interventions such as endotracheal
tube mechanical ventilation are invasive and inappropriate
to insert and wean frequently.

3) Explainable Assignment of Treatment Strategy
changes of treatment may be infrequent whereas impor-
tant. It is crucial to learn when to change treatment and
which treatment to recommend, such that algorithms can
help clinicians understand how a treatment leads to a par-
ticular outcome.

To address the above challenges in DTR, we propose a
two-agent framework, NurSpecialist, mimicking the respon-
sibility of a human nurse and specialist, respectively. A nurse
agent acts as an early-warning system to alert the specialist
when the patient is deteriorating or in need of a change of the
current treatment strategy, and the specialist agent prescribes
necessary treatments to the patient. The nurse monitors the
patient’s health regularly, and a request is made to the spe-
cialist only when a suspected change in the current treatment
is needed.

In the proposed framework, the nurse agent reduces du-
plicated state-action pairs, which are inherently too large to
optimise, prior to sending to the specialist agent, establish-
ing a more balanced data learning. Besides, the presence of
a nurse agent makes strategy assignment more transparent



by presenting the probability of changing treatments. It also
helps to reduce unnecessary treatment changes.

2 Preliminary
Dynamic Treatment Regime (DTR) is formulated as a sequen-
tial decision process, where an episode starts from admission
and terminates if the patient is discharged or deceased in a
hospitalised setting.

Given an observed dataset D = {(oit, ait, rit}
ln
t=1)

N
i=1,

where it contains N admission treatment trajectories, each
with a length up to ln. At time-stamp t of the ith trajectory,
we define an observation set oit ∈ Rd with dobs dimensions,
human doctor’s action ait, and the corresponding reward rit.
We assume that all human doctors make decisions following
an identical policy distribution β : S → A with full exploita-
tion (See Appendix). Each patient admission is considered an
independent episode containing the full journey of a hospital
stay. In this work, we use the terms action and treatment
interchangeably.

We model an offline episode as a Markov Decision Process
(MDP) withM = {S,A, p, R, γ}, where A = {am}Mm=1 is
the discrete action space with M actions, S ∈ Rds is the
state space with ds dimension, p(st+1|st, at) is the state
transition function that maps transition from the current state
st to the next state st+1 following an action at at time t.
R(st, at) : S → R is the reward function, and γ ∈ (0, 1) is
the discounted factor. The goal of the RL agent is to find an
optimal policy π : S → A that can maximise the expected
reward G(st) = Eπ[

∑
t γ

t−1R(st, at)].

3 Data Cohort and preprocessing
Our datasets (see Appendix) are curated from MIMIC-III
[Johnson et al. 2016], an open-source database comprising de-
identified health data associated with patients in the critical
care unit (ICU). To validate our methodology, we select two
commonly-used hospitalised DTR tasks: oxygen therapy and
vasopressor-intravenous dosage regime for sepsis treatment.

Oxygen Therapy Cohort in General ICU

This dataset contains 48 hours of EHR data on over 7,000
adult patients admitted for various reasons, such as cardiac,
surgical, and trauma. In addition to the data curation process
in [Goldberger et al. 2000], we exclude patients with no
ventilation or those with a hospital longer stay longer than 30
days. The task is to train the agent to learn the correct time to
apply/wean mechanical ventilation for the patients.

Sepsis Cohort with Vasopressor-Intravenous Regime

This dataset [Komorowski et al. 2018] contains a 10,000 sep-
sis patients targeting intravenous (IV) fluids and vasopressors
dosing control in the ICU. In this task, an agent should learn
to prescribe the optimal dosing of treatments and be aware of
when to switch to a new combination of treatments according
to the observed physiological changes of a patient.

4 Methodology
Augmented Markov Decision Process (MDP) for
NurSpecialist
In hospital wards, a nurse is responsible for checking
the patient regularly and evaluating his/her health sta-
tus to decide whether to request the specialist/consultant
to change the ongoing treatment. Here we augment the
MDP into a two-agent setup: Msp = {S,A, p′, R, γ} and
Mn = {S,An, p′, R, γ}. Msp is the same MDP setup as
described in Section Preliminary, except for a different state
transition function p′. Mn is an augmented MDP having
a separate action space An = {k0, k1}, where k0

.
= at−1

denotes the action to continue using the same treatment as be-
fore, and k1

.
= at denotes the action to change by requesting

the specialist to prescribe a treatment.
We denote a collaborative decision made jointly by the

nurse and specialist agents at time t as υt, and a collabo-
rative policy as τ : S × Asp × An → Asp. By definition,
collaborative action is decided solely upon specialist at the
initial step/treatment and then is decided jointly by the nurse
and the specialist agents. The collaborative action υt can be
defined as

υt
.
=


at ∼ πsp if t = 0,
υm|υt−1 = υm if t > 0 and kt = k0,
at ∼ πsp if t > 0 and kt = k1.

(1)

where υt−1 refers to the collaborative action made in the
t − 1 time step, and υm ∈ A is a specific action which
belongs to the specialist’s action space. It is expected that
NurSpecialist follows the previous action if the nurse agent
decides not to request specialist. Otherwise, it follows the
specialist ’s decision.

By combining the two MDPsMsp andMn, we extend
the original MDP to a fully cooperative multi-agent rein-
forcement learning (MARL) framework with a nurse agent
and a specialist agent. In an offline setup, we only train the
model with human doctors’ labels of action sampled from a
retrospective dataset. Therefore the transition function is

p′(st+1|st, an) = p(st+1|st, a, βsp, βn), (2)

where the nurse ’s policy from human doctors is obtained by
comparing if the current specialist ’s action is the same as
the previous step. Since βn is induced by βsp,Msp andMn

are two independent MDPs when the specialist is stationary.
The optimal Bellman equation for independent Q learning
still holds by learning from offline human doctors’ policies
βsp and its induced policy βn. It also indicates that no fun-
damental parameter update change shall be made to adapt
to any value-based single-agent algorithms. This property
provides great convenience for implementing NurSpecialist
in different offline RL scenarios.

Neural Network Realization of NurSpecialist
State representation learning. During learning DTR, the RL
agents receive a set of observational features that implicitly
describe the state. At each time step t, the agent receives the
current observation alongside the recent history. We denote
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Figure 1: The graphical representation of the NurSpe-
cialist framework: state representation ŝ is learnt from an
observation window processed by backbone model fb, pre-
trained by auxiliary tasks. The nurse and specialist agents
take ŝ as input and produce their respective advantages Asp
and An. The nurse and specialist agents share a centralised
value estimator V . A collaborate action is made considering
both policies by communicating with each other for T times,
where T is the observation window length.

the observation of a given time interval as Ht−T :t, where T
is the observation window. We use a LSTM-based backbone
model fb(Ht−T :t; θb) to learn a representation of state ŝ.

The backbone model is firstly trained on auxiliary tasks
for a more generalisable state representation [Bellemare et al.
2019] before being used for reinforcement learning. We
choose the remaining length of stay (LOS) as the auxiliary
task for both oxygen therapy and sepsis tasks since the treat-
ment effectiveness is directly correlated to the remaining
survival time of hospitalised patients.

Multi-agent policy learning. The learnt state represen-
tation is inserted to two policy models gsp(ŝ; θsp) and
gn(ŝ,at−1; θn) for approximating Q value of nurse and spe-
cialist, respectively (see Fig ??). Apart from the (learnt) state,
the nurse agent takes the specialist ’s action from the previ-
ous step as an extra input since the nurse policy relies on the
treatment previously applied to the patient. Here at−T :t is
the stacked one-hot encoding vector of the previous actions.
Inspired by Wang et al. [2016] ’s Dueling architecture, the
advantage function Asp(s, a) and An(s, a) are used as input
to another agent’s model for mutual communication.

Communication between agents. For the nurse-specialist
interaction structure, communication means exchanging de-
cisions iteratively. We therefore implement the following:
the network of nurse and specialist are gn(s,Aspt−1; θn)

and gsp(s,Ant−1; θn), where An and Asp are the advantage

Algorithm 1: nurse-specialist Sequential Communication
1: function MAIN FORWARD(HT)
2: ŝt−T :t = fb(HT; θb)
3: v = V (ŝt; θV )
4: Ant, Aspt = COMMUNICATION FORWARD(st−T :t)
5: Qn ← v +AnT

6: Qsp ← v +AspT
7: output: Qn, Qsp

8: end function
1: function COMMUNICATION FORWARD(st−T :t)
2: initialize RNN hidden state hn = 0, hsp = 0

3: initialize Asp = 0∥A∥×1

4: for t0 = t− T → t do
5: An = g′n(st0 , Asp; θn)
6: An ← An − 1

∥An∥
∑

an An

7: Asp = g′sp(st0 , An; θsp)

8: Asp ← Asp − 1

∥Asp∥
∑

asp Asp

9: end for
10: output: An, Asp

11: end function

function of the nurse and specialist, respectively, and an value
function estimator V (s; θV ) : S → R is added. Note that the
value function is shared between the nurse agent and the spe-
cialist agent(See Appendix for explanation). The architecture
is explained in Algorithm 1.

Loss Optimization
Nurse-specialist Consistency. Since the nurse MDP is in-
duced from the specialist MDP, the nurse agent and specialist
agent have the same value function and underlying Q func-
tion (See Appendix). Therefore, the Q value learnt by the
nurse should be identical to the Q value learnt by the special-
ist corresponding to An 7→ A. To achieve this, a consistency
loss is applied as

Lϕ = mrLψ + ¬mrLω (3)

where ¬ is the logical negation symbol, mψ ∈ R1×b for
∀mi ∈ {0, 1} is a mask vector over batch b, denoting if a
request is made, and Lψ , Lω are the respective mean square
error (MSE) when the nurse agent made a request or con-
tinue decision:{

Lω =MSE(Qn(H,k0)−Qsp(H,at−1))

Lψ =MSE
(
Qn(H,k1)−Qsp(H,argmaxa∈Asp

Qspt(H,a))
) (4)

Mis-communication in Nurse-specialist. We identify two
types of miscommunication between nurse and specialist
agent: missed request and unnecessary request. Missed re-
quest is defined when the nurse does not request the specialist
while the specialist prescribes a treatment which is differ-
ent to the previous treatment. Unnecessary request is when
the nurse requests the specialist, but the specialist makes no
change to the treatment. Consider a miscommunication mask
mη ∈ R1×b for ∀mi ∈ {0, 1},

mη=δ(δ(km=k0∧at ̸=υt−1)∨δ(km=k1∧at=υt−1)). (5)

We borrow the idea from conservative Q learning to pe-
nalise the model for producing the miscommunicated joint



Table 1: Off-Policy Evaluation on Oxygen Therapy and Sep-
sis Cohorts

Oxygen Therapy Cohort Sepsis Cohort
v̂πWIS DQN DDQN DQN DDQN

πNS 42.61± 18.42 35.21± 18.42 67.12± 5.07 68.95± 7.18
πNSsp 44.35± 16.15 38.28± 15.36 23.63± 5.52 25.44± 6.15
πNSr

14.71± 13.21 14.86± 13.15 21.36± 4.26 22.78± 7.48
πNS0

18.94± 4.49 18.95± 4.51 24.17± 4.32 25.05± 5.24
πSA 37.67± 10.43 31.02± 4.75 63.95± 11.14 59.53± 8.84

DDPG 23.16± 3.06 28.68± 2.67
CQL 30.41± 0.70 30.30± 2.81

β 64.21 45.66
πr 29.09 −9.74
π0 38.49 21.73

decision. Empirically, we applied a penalty to nurse ’s mis-
communication by suppressing its’ Q value. The miscommu-
nication loss is given by

Lζ = MSE
(
mmis(Qn(H, k0)−Qn(H, k1))

−
)
, (6)

where {k0, k1} = An denoting the mis-communicated action
is a continue action or request action, respectively.

Overall, the NurSpecialist parameters are updated by

θ ← θ −∇[Ln + Lsp + w1Lϕ + w2Lζ ]. (7)

where w1 and w2 are hyper-parameters to be optimised dur-
ing training.

5 Evaluation
In this section, we introduce off-policy evaluation to compare
the learning performance between a single-agent RL and the
NurSpeciliast. For simplicity, we denote NurSpecialist as NS
and single-agent policy as SA, respectively. We use weighted
importance sampling (WIS), a Monte-Carlo technique for
estimating the expectation of a policy by providing samples
from a different policy (such as the human doctor’s policy).
A brief description of WIS can be found in Appendix.

We denote the human doctor’s policy as β, a random policy
as πr and a zero-drug policy as π0. The WIS score of the
human doctor’s policy (denoted as β) is calculated by taking
the mean of discounted rewards across the testing set. WIS
scores for other policies are estimated using Eq 20. We also
investigate how nurse would affect the treatment decision of
specialist in three scenarios: (i) the nurse-specialist commu-
nication is disabled by removing the nurse agent completely,
i.e., πNSsp

; (ii) the nurse agent is replaced with a random
policy, i.e., πNSr

; and (iii) the nurse agent always decides to
continue using the last treatment, i.e., πNS0

.
RL Benchmarks. We implemented two standard off-

policy algorithms, i.e., DQN, DDQN; an offline algorithm
CQL[Kumar et al. 2020]; and an off-policy actor-critic algo-
rithm DDPG[Silver et al. 2014] as baselines. Since DDPG
is natively incapable of discrete action space, we follow the
discretisation trick proposed in [Lowe et al. 2017] to compute
DDPG on both tasks.

Results Table 1 shows the estimated reward for each pol-
icy on the two datasets. Among single-agent policies, DQN
achieves the highest estimated return in the oxygen therapy

cohort, while DDQN moderately outperforms DDQN in the
sepsis dataset. DDPG and CQL fail to learn a good policy,
given that their estimated returns are worse than a random pol-
icy or a ”doing nothing” policy that always continues using
the last treatment. DDPG results in the poorest performance
since it is inherently designed for continuous rather than dis-
crete action space. Empirically, the discretisation trick of
DDPG does not fit the two treatment datasets.

NS achieves the highest estimated return for both datasets,
although NS with πNSsp

performs slightly better than NS
with πNS in the oxygen therapy cohort. Since the task of
oxygen therapy decision is inherently simple (i.e., binary, to
apply mechanical ventilation or not), having a nurse agent
does not help to infer a better policy. However, all NS-based
frameworks outperform SA and benchmarking algorithms,
demonstrating that incorporating the nurse agent helps the
specialist to learn during training. In the sepsis cohort, the
NS outperforms all other NS-based policies. In particular, the
Specialist agent alone (i.e., πNSsp

) does not perform well
due to the large action space of the sepsis dataset. In this
situation, the nurse and specialist cooperate well and surpass
the doctors’ behavioural policy.

Discussion. Two simple reinforcement learning algo-
rithms, i.e., DQN and DDQN, are used with the NurSpecialist
structure and show extraordinary performance compared with
single-agent baselines on real hospitalised data. When the
action space is relatively small (e.g. in the oxygen therapy
dataset), having dual-agent during the inference stage does
not contribute to policy improvement significantly. However,
the nurse agent is still necessary for the framework during
training since our loss design and communication mechanism
assists the specialist agent in learning a more robust policy.
When dealing with larger action space, remaining treatments
becomes dramatically important. In such cases, the special-
ist cannot prescribe treatments without the assistance of the
nurse agent.

The NurSpecialist framework not only boosts policy per-
formance but also helps clinicians to explain the learnt policy.
The nurse agent produces the probability of changing treat-
ment at each timestep, which can be interpreted as a credit
assigner. Treatment change is usually linked to the deteriora-
tion/recovery of patients. Clinicians would observe a higher
possibility from the nurse if there is a higher chance to change
the treatment, potentially avoiding missing the best timing to
change treatment plan based on patient’s health status.

6 Conclusion

In this work, we introduced NurSpecialist, a multi-agent
framework to learn when is the right time to change treat-
ment (i.e., by the nurse agent) and type of treatments (i.e., by
the specialist agent) fully offline. We described the unique
challenges in DTR and discussed how these challenges nega-
tively impact learning optimal policies for existing offline RL
algorithms. NurSpecialist also provides more clinical insights
than single-agent learning. In addition to recommending treat-
ments, NurSpecialist serves as an early warning system for
clinical decision support.
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7 Appendix
Related Work on Offline Reinforcement Learning
Offline RL (i.e. batch-RL or fully off-policy RL) learns
from a pre-collected dataset without interaction with an en-
vironment. Offline RL literature tends to solve the out-of-
distribution(OOD) challenge [Fujimoto, Meger, and Precup
2019]. Conservative Q learning [Kumar et al. 2020] learns a
lower bound of the actual Q function and proves that improv-
ing such a lower bound can effectively improve its policy.
BCQ [Fujimoto et al. 2019] considers a Q learning with
policy constraints. Instead of directly applying the action
with the highest Q value, BCQ leans towards choosing a
’safe’ action presented in the dataset. Kumar et al. [2019] pro-
posed Bootstrapping Error Accumulation Reduction (BEAR)
and pointed out that BCQ’s constraint might limit the pol-
icy from improving when the offline behaviour is not near-
optimal. BEAR loosen the constraint of BCQ by placing
non-zero probability mass on actions with non-negligible be-
haviour policy density. Apart from the approaches mentioned
above, which reduce OOD by state-action constraints, IQL
[Kostrikov, Nair, and Levine 2021] prevents the agent from
using OOD Q estimation to update and therefore avoid the
OOD challenge to some extent. For a reason that game bench-
mark datasets (e.g., [Fu et al. 2020]) are collected mainly by
RL agents while exploring online, they do not suffer from
class imbalance or exploration issues like in DTR. Thus,
whether they work well on DTR datasets is still being deter-
mined.

Offline RL-based DTR in healthcare is a new domain with
limited literature. Guez et al. [2008] studied epilepsy treat-
ment by implementing standard Fitted-Q iteration (FQI). Liu
et al. [2017] applied offline DQN using medical registry data
to treat graft-versus-host disease. Fatemi et al. [2021] intro-
duces the concept of dead-end discovery (DeD) to identify
ineffective treatment strategies, where ”dead-end” means the
patient will die regardless of any future treatments. Using
a binary outcome as the reward, they implement Q learn-
ing to predict the dead-ends along the treatment trajectory.
DeD can only inform the risk of action and does not rec-
ommend the optimal action as in our proposed work. DeD
also cannot differentiate actions if they are classified as non-
dead-ends. Sonabend et al. [2020] proposed a Bayesian RL
framework leveraging uncertainty quantification for offline
policy learning and provided interpretability to the approx-
imated posterior distribution. However, the choice of prior
distribution significantly affects model performance.

Although the above-related works provide offline RL in
DTR, they do not explicitly address the challenges discussed
in Section 1. Our proposed framework, NurSpecialist, trans-
forms the single-agent DTR problem into a fully cooperative
multi-agent setup and develops a novel communication mech-
anism to eliminate miscommunication between agents. The

involvement of the nurse agent in our framework helps re-
duce unwanted treatment changes. We further prove that the
nurse and specialist agents can be updated separately by any
existing single-agent algorithms without violating the optimal
Bellman equation for independent agent learning.

Assumptions and Proofs
Assumption on Human Doctor’s Policy we assume the
human doctor is always exploiting its policy to save patients,
although a human doctor’s policy might be non-optimal. Un-
der this assumption, we have∑

j∈A
β(st, aj)Qsp(st, aj) = max

a∈A
Qsp(st, a). (8)

since

βsp =

1 if argmax
a∈Asp

Qsp(s, a),

0 otherwise.
(9)

Definition of a nurse MDP The value function under hu-
man doctor’s policy for the specialist MDP is

V βsp(st) =
∑
a∈A

βsp(st, a)Qsp(st, a)

= βsp(st, ai)Qsp(st, am)

+
∑

aj∈A\am

βsp(st, aj)Qsp(st, aj),

for ∀at−1 = am

(10)

where at−1 is the action taken in the previous step. Therefore
we can define an induced nurse value function V βn , policy
πβn and function Qn as

V βn(st|at−1 = am)

=
∑
k∈An

βn(st, k|at−1 = am)Qn(st, k|at−1 = am). (11)

By comparing Eq 10 and Eq 12, for ∀at−1 = am, we define

βn(st, k0|at−1 = am)
.
= βsp(st, am). (12)

Qn(st, k0|at−1 = am)
.
= Qsp(st, am) (13)

βn(st, k1|at−1 = am)Qn(st, k1|at−1 = am)
.
=

∑
j∈A\m

βsp(st, aj)Qsp(st, aj) (14)

such that V βn(st|at−1 = am) = V βsp(st). It is to say, when
the nurse decides not to change treatment, its Q value is equiv-
alent to the original Q value on taking its previous action; on
the other hand, when the nurse decides to change treatment,
its Q value is equivalent to using the highest Q value among
actions that are different from its previous action.



Lemma 1. In discrete action space,Asp, nurse actions from
an induced nurse policy can be collected by comparing the
current action with its previous action.

Proof Since we have assumed the human doctor’s pol-
icy is fully exploitation, the induced nurse policy is fully
exploitation as well. Substituting Eq 9 into Eq 12, the two
components of nurse policy are

βn(s, k0) =

1 if argmax
a∈Asp

Qsp(s, a) = at−1,

0 otherwise.

βn(s, k1) = 1− βn(s, k0)

(15)

Hence, sampling from βn(s, k) is equivalent to comparing
the current action with its previous action.

Lemma 2. An optimal nurse policy πn∗ is equivalent to an
optimal specialist policy πsp∗ when p′(β∗

sp).
Proof. The optimal policy for a nurse agent is

πn∗ =

{
1 if argmax

k∈An

Q∗
n(s, k),

0 otherwise.
(16)

We prove Lemma 2 by proving argmaxk∈An
Q∗
n(s, k) =

argmaxa∈Asp
Q∗
sp(s, a). Since an optimal specialist agent

induces the nurse agent, it holds that for ∀υ∗
t−1 ∈ Asp,

Q∗
n(s, k0|υt−1 = υ∗

t−1) = Q∗
sp(s, υ

∗
t−1)

Q∗
n(s, k1) = argmax

a∈Asp

Q∗
sp(s, a)

Q∗
sp(s, υ

∗
t−1) = argmax

a∈Asp

Q∗
sp(s, a)

if Q∗
n(s, k0|υt−1 = υ∗

t−1) > Q∗
n(s, k1|υt−1 = υ∗

t−1)
(17)

Thus we can derive the equality

argmax
k∈An

Q∗
n(s, k)

= argmax
k∈An

[
Q∗
n

(
s, k0|υt−1 = υ∗

t−1

)
, Q∗

n(s, k1)
]

= argmax
k∈An

[
Q∗
sp

(
s, υ∗

t−1|υt−1 = υ∗
t−1

)
, argmax
a∈Asp

Q∗
sp(s, a)

]
= argmax

a∈Asp

Q∗
sp(s, a).

(18)

Remarks on Vasopressor-Intravenous dosage regime for
sepsis treatment 35 variables are extracted as the observa-
tion space, including demographics, vital signs, laboratory
tests and fluid balance. Patients’ observations were coded
as multidimensional discrete-time series with 2-hour time
steps. Two interventions, i.e., mechanical ventilation and va-
sopressor, are taken as the action space. Each intervention is
binarised, representing the ”ON/OFF” status of applying the
intervention in a specific hourly interval. Usage of ventilation
and vasopressor on patients are correlated and with no order.
Therefore we re-group the actions space into 4 classes, i.e.,
{None, Vent, Vaso, Vent+Vaso}.

Mean is taken if the observational feature contains repli-
cated samples within an hour. Missing data is imputed in

an in-admission forward fill-in manner. The global mean is
applied if a feature does not appear in a patient’s admission.
Observation data is scaled in the range of [0, 1] by minmax
normalisation.

Remarks on Data Curation and Preprocessing
The oxygen therapy cohort natively contains 3 subsets of data,
where set A and set B are used for training and validation,
respectively and set C for testing. We combine set A and set
B to form a larger training-validation set for k-fold validation
and remain set C as the testing set. A detailed data description
can be found in table 3.

The state space of this task contains 34 features, includ-
ing demographics, vital signs and those that are related to
the ventilation weaning, such as SaO2 (O2 saturation in
haemoglobin (%)) and PaO2 (Partial pressure of arterial
O2 (mmHg)). The action space is binary, i.e., whether to
wean mechanical ventilation. Overuse/underuse/misuse of
mechanical ventilation will likely induce harm to patients
[Esteban et al. 2013][Kester and Stoller 1992], which will
reflect patient mortality. Therefore, we use patient survival as
the reward to be optimised. In practice, the reward function
is a function of the remaining admission length of stay after
the first 48 hours:

ri(t) :=


100γTi−2 if t = Ti and the patient survived
−100γTi−2 if t = Ti and the patient deceased
0 0 ≤ t < T

,

(19)
where i is the ith patient, t is the time step, and Ti is the
total admission time in days of patient i. Intuitively, the agent
is encouraged to minimise the length of stay if the patient
can be saved and maximise the survival time for deceased
patients.

For the Vasopressor-Intravenous Dosage Regime cohort,
We develop a systematic way to split the training set, val-
idation set and testing set for fairly evaluating policies on
imbalanced data.

1. Stratification. Patients are stratified according to age, gen-
der, phenotype, and admission outcome. Each criterion
stratifies patients into binarised groups, and by permuting
the criteria, we can divide the whole patient cohort into 16
groups.

2. Split. We select 20% of patients as the testing set. The
rest 80% of patients are further divided into 5 equal sets
for 5-fold cross-validation. Patients from each stratified
group are taken out and then combined as a sub-set. If
the number of patients is divided with a remanent, the
remaining patients will be put into the testing set. In this
way, we derive a training, validation and testing set that
almost has an equal proportion of stratified patient types,
such that the distributions of patients are even.

Remarks on Code and Dataset Availability
* To access the dataset, the user will need to be credentialed

for MIMIC-III access through physionet. Instructions for
that are available on the official website https://physionet.



Table 2: Data Description of the Oxygen Therapy in the General ICU Cohort

Set A Set B Set C
Age, years(Mean/Std) 64.66 (17.65) 65.20 (16.90) 65.11 (16.96)
Male Gender 54.14 56.61 56.50%
Length of Stay, days (Mean/Std) 10.92(6.70) 10.81(6.67) 10.59(6.54)
In-hospital Mortality 13.91% 14.16% 14.94%

Table 3: Data Description of the Vasopressor-Intravenous
Dosage Regime for Sepsis Treatment Cohort

Age, years(Mean/Std) 64.47 (16.73)
Male Gender 56.62 %
Weight, Kg (Mean/Std) 83.82 (25.17)
Readmission 30.90 %
In-hospital mortality 17.40%
90 days mortality 27.23%

Table 4: Stratification

age > 60 <= 60
gender Female Male
readmission Yes No
outcome Survived deceased

org/content/mimiciii/1.4/. Our data curation and prepro-
cessing code rely on Predicting Mortality of ICU Pa-
tients: The PhysioNet/Computing in Cardiology Chal-
lenge 2012, which can be found at https://physionet.org/
content/challenge-2012/1.0.0/ for the mechanical ventila-
tion cohort and https://github.com/uribyul/py ai clinician
for the Vasopressor-Intravenous dosage regime for sepsis
treatment cohort. Please note that the link above might
not be permanent, depending on the version update of
open-source repositories.

Network Realization
Observation Ot consists of two segments: dynamic features
odt and static featuresost. In a DTR problem, dynamic fea-
tures refer to features that change over time, such as vital
signs and blood tests, and static features refer to those with
no change or ignorable changes during the admission, such
as age, readmission status and gender.

A backbone model fb processes the two types of features
independently. We use Recurrent Neural Network(RNN) to
extract dynamic information and Multi-Perceptron (MLP) to
extract static information. Then, the two extracted representa-
tions are concatenated together and inserted into another set
of MLP layers to produce a mixed-modality state representa-
tion.

Non-communicative policy models (both baseline models
and NurSpecialist models) are parameterised by 3 layers of
MLP with ReLu activation, communicative NurSpecialist
uses 2 layers of LSTM connected to 3 layers of MLP for
nurse-specialist communication.

Realisation of Behavioural Cloning Agent
Behavioural cloning tends to map directly from observation
to a human doctor’s action instead of learning the value/policy
for decision-making.

Regarding the oxygen therapy task, the behavioural
cloning model uses the same backbone model structure
(trained from scratch) to extract state representation. A clas-
sifier replaces the policy layer with Log-Softmax activa-
tion. We train the model by minimising the negative log-
likelihood(NLL) loss between predicted actions and human
doctors’ actions.

The behavioural agent for the sepsis treatment task is re-
produced by empirical occurrence counting presented in [Ko-
morowski et al. 2018]. Firstly, continuous observations were
discretised into 400 states by K-Mean clustering. The num-
ber of clusters is chosen based on the Bayesian information
criterion (BIC).

Model Training, Validation and Model Selection
All models are trained based on Pytorch [Paszke et al. 2017],
and Tianshou [Weng et al. 2021] with Adam optimiser. The
choice of standard model hyperparameters can be found in
table 5. In the table, seed refers to both NumPy [Harris et al.
2020] seed and PyTorch seed. The observation window is
the window length T for HT (See section 4). The hyperpa-
rameter choice is not listed exhaustively since each stage of
training/testing has its independent hyperparameter set.

Table 5: Hyperparameter Selection

Table 6: Hyperparameter choice for model training.

Adams optimizer β1 = 0.9, β2 = 0.999
ϵ = 10−8

Seed [1, 500, 5000, 12345, 67890]
Learning rate [0.001, 0.005, 0.0001]
Batch size [128, 256, 512]
Observation window [1, 12, 24]

For training on each set of hyperparameter, 5-fold cross-
validation is conducted on patient-stratified data split(See
section 7). We set an early stop to avoid overfitting. Suppose
a selected criterion on the validation set stops improving for
20 epochs consecutively. In that case, the training process will
be terminated, and the model in which the epoch achieves
the best criterion performance is selected for testing. For
single-agent models, the best criterion means the lowest TD
error. For NurSpecialist models, we select the lowest TD



error of the specialist agent as the best criterion. Note that
we do not take F1-score as a criterion for model selection
because the initiative of reinforcement learning is not to
imitate human doctors’ behaviour. In the testing part, metrics
are computed by taking the best 10 models with each method
with 5 different seeds, respectively.

All experimental work is conducted on a workstation with
CPU intel i9-9900k, GPU Nvidia RTX 2080Ti, and 32GB
of RAM. Each epoch of model training takes approximately
10-50 seconds. Training speed may change with respect to
hardware configuration.

Importance Sampling for Off-policy Evaluation In our
case, we want to estimate the average reward a learnt policy
π(s, a) can achieve by using samples (i.e., (oit, a

i
t, r

i
t) ∼ D)

collected under human doctor’s treatment policy β. Since
we do not have access to the distribution of human doctor’s
policy, a learnt behavioural policy β̂ → β is replaced. Train-
ing details and model selection can be found in 7. The WIS
estimator is of the form

v̂πWIS =
1∑N
i=1 wi

N∑
i=1

(
wi

Tn∑
t=1

γtrit

)
, (20)

where wi =
∏Tn

t=1
π(sit,a

i
t)

β̂(sit,a
i
t)

is the ratio multiplication for
patient i. v̂πWIS represents the future expected return for a
target policy π, higher the better. Empirically, we found that
the per-step ratio π(sit,a

i
t)

β̂(sit,a
i
t)

is extremely high on only a small
group of patients (approximately 40 over 2,000 patients),
which will result in huge variance to the overall estimated
value v̂πWIS . Therefore, we exclude patients whose WIS ratio
wi is higher than 106.

For value-based learning algorithms, the model does not
explicitly produce a policy distribution but gives a set of Q
values. We empirically use the following equation to generate
a policy from the corresponding set of Q values:

πSA(s, a) = σ(Q), (21)

, where σ(x)m = exp xm∑M
m′=1

xm′
is the softmax function, and

Q = [Q(·, a), a ∈ A]T is the Q vector including all actions
at the current state.

Similarly, the NurSpecialist policy is derived by applying
Eq 21 to both nurse and specialist agent and take a sum
weighted by the nurse policy:

πNS(s, am) = δ(at−1 = am)πn(s, k0)+πn(s, k1)πsp(s, am),
(22)

where
πn(s, k) = σ(Qn), (23)

πsp(s, am) = σ(Qsp), (24)


